Estimation of diurnal shortwave dust aerosol radiative forcing during PRIDE
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[1] Using measured and derived aerosol properties from the Puerto Rico Dust Experiment (PRIDE), a four-stream broadband radiative transfer model is used to calculate the downward shortwave irradiance (DSWI) at the surface and the shortwave irradiance at the top of atmosphere (TOA). The results of the calculated DSWI are compared against pyranometer measurements from the Surface Measurements For Atmospheric Radiative Transfer (SMART) instrument suite at Roosevelt Road (18.20°N, 65.60°W). Using aerosol optical thickness retrievals from half-hourly geostationary satellite data (GOES 8 imager), the diurnal short wave aerosol forcing (SWARF) of dust aerosols both at the surface and TOA are calculated for the entire study area (14°N ~ 26°N, 61°W ~ 73°W). For selected days, the Clouds and the Earth Radiant Energy System (CERES) TOA shortwave irradiance values from Terra are compared with radiative transfer calculations. Wang et al. [2003] show that the satellite derived aerosol optical thickness is in excellent agreement with Aerosol Robotic Network (AERONET) values. Results of this study show that the calculated direct, diffuse and total DSWI are in excellent agreement with the corresponding SMART values with biases of 1.8%, −3.3% and 0.5% respectively, indicating that dust aerosols are well characterized in the radiative transfer model. This is well within the measured uncertainties (1.3%) and the model uncertainties (5%). The monthly mean value and standard deviation of aerosol optical thickness at 670 nm (AOT670) during PRIDE are 0.26 ± 0.13, and the corresponding monthly mean daytime SWARF values are −12.34 ± 9.62 W m⁻² at TOA and −18.13 ± 15.81 W m⁻² at the surface, respectively. Our results also show that if diurnal changes in aerosol optical thickness are not considered, it leads to uncertainties in SWARF of 4 W m⁻² at the surface and 2 W m⁻² at the TOA. The CERES TOA short wave irradiance underestimates calculated values by about 10 W m⁻² mainly due problems in misclassification of aerosols and lack of aerosol angular dependence models (ADMs) in the current CERES algorithms. This study is among the first to demonstrate the potential of the GOES 8 imagers in retrieving aerosol optical thickness and estimating the daytime diurnal SWARF of dust, both at the TOA and surface, in low to moderate dust loading regions over the oceans.
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1. Introduction
[2] Atmospheric aerosol particles, both natural and anthropogenic, play an important role on the radiation balance of the Earth-atmosphere system. They affect the energy budget of the Earth-atmosphere system directly by scattering and absorbing sunlight [Penner et al., 1992] and indirectly by modifying the radiative properties of clouds [Twomey, 1977]. Dust, which is a common aerosol over the desert, can be transported to downwind areas thousands of miles away from source regions [Prospero, 1999; Karyampudi et al.,
et al. [2000] concluded that when detailed information is available about aerosol properties, the calculated DSWI values are in good agreement with surface measurements. Since the DSWI is closely related to the surface temperature and the evaporation and condensation process in the atmosphere [Legrand et al., 1992], it is important to obtain accurate dust optical properties to estimate the radiative effect of dust aerosols.

One of the goals of the Puerto Rico Dust Experiment (PRIDE) was to examine the radiative impact of dust aerosols [Reid et al., 2003]. During PRIDE, detailed measurements of dust properties were made both from aircraft [Reid et al., 2003; Livingston et al., 2003] and from ground measurements. Satellite measurements and analysis also played a key role during PRIDE [Wang et al., 2003; Levy et al., 2003]. In this paper, using measured dust properties and aerosol optical thickness derived from ground-based Sun photometers (SP), the DSWI at the surface was calculated from a four-stream radiative transfer model [Liou et al., 1988; Fu and Liou, 1993]. The calculated DSWI values were then compared against measurements made at the ground. A companion paper shows that the dust aerosol optical thickness at 670 nm (hereafter AOT670) retrieved from the GOES 8 imager data are in excellent agreement with the SP retrieved values [Wang et al., 2003]. The satellite-retrieved AOT670 over the study region (14°N–26°N, 61°W–73°W) are used as input to the four-stream radiative model [Liou et al., 1988; Fu and Liou, 1993] to calculate radiative irradiance and estimate SWARF of dust aerosols both at the TOA and at the surface. The calculated TOA irradiance are also compared against the CERES derived TOA irradiance. The diurnal and monthly mean values of SWARF at TOA and surface are reported for the period of study (28 June 2000 – 26 July 2000).

2. Data

The data used in the study includes atmospheric profiles of water vapor, temperature and pressure [Reid et al., 2003], the SP derived aerosol optical thickness [Holben et al., 1998] at Roosevelt Road and La Paguera, DSWI (direct, diffuse, total) at the surface from Surface Measurements for Atmospheric Radiative Transfer (SMART), and the CERES ES-8 TOA irradiance [Wielicki et al., 1996]. The half-hourly GOES 8 retrieved AOT670 (from 13 UTC time periods) during PRIDE [Wang et al., 2003] is also used as the input to the broadband four stream radiative transfer model [Liou et al., 1988] to calculate the irradiance values at the TOA and surface. The GOES 8 aerosol optical thickness retrievals [Wang et al., 2003] is based on a look-up table approach where the aerosol optical properties are characterized by using measured size distributions and refractive indexes inferred from light scattering and absorption measurements. The difference of monthly mean AOT670 between collocated GOES 8 retrievals and AOT670 inferred from SP measurements is within 0.02.

The Sun photometer (SP) measures direct solar radiation at 0.34 μm, 0.38 μm, 0.44 μm, 0.50 μm, 0.67 μm, 0.87 μm, and 1.02 μm with approximately 0.8° full angle field and has a narrow wavelength interval of about 0.01 μm for each band [Holben et al., 1998]. The measured solar radiances are then used to infer the column aerosol optical
thickness by using a cloud screening process and an inversion algorithm [Smirnov et al., 2000a; Holben et al., 1998]. In this algorithm, the attenuation due to Rayleigh scattering and the absorption of ozone are estimated and removed. The uncertainty in the retrieved aerosol optical thickness is on the order of 0.01 [Holben et al., 1998; Smirnov et al., 2000a].

[8] The CERES cross-track scanner on Terra measures broadband radiances in 3 spectral channels at a nadir spatial resolution of about 20 km [Wielicki et al., 1996]. The three channels include the solar reflected channel (SW) between 0.3–5 μm, the window channel (WN) between 8–12 μm, and a channel that measures total radiation from 0.3 to > 100 μm. There are two CERES instruments onboard Terra; one is used primarily in the cross track scan mode that is similar to the scanners on ERBE, and the other in the biaxial scan mode for obtaining angular dependence models (ADMs). Only the data from the cross track scan mode is used. The measured radiances are converted to irradiance at the TOA for SW and LW bands by using ADMs developed for the ERBE program [Wielicki et al., 1996].

[9] During PRIDE, Precision Spectral Pyranometers (PSP) and Kipp & Zonen Thermopile Pyranometers (CM21) were used to independently measure the instantaneous total downward SW irradiances at the surface (DSWI) from 0.28 ~ 2.8 μm. A pyranometer has an inner and an outer dome that shield the sensor and filters the radiation coming to the sensor. However, the dome also alters the balance between the sensor and the target, thus introducing an instrument offset that can be described by the “dome effect” [Ji and Tsay, 2000]. In addition, under ideal conditions, the response of the sensor follows Lambert’s cosine law. However, due to limitations in the optics and the sensor, nonideal variations in the responses will occur. Only the total DSWI from CM21 is used in this study because it has a smaller dome effect and better cosine response. An Eppley Normal Incident Pyrheliometer (NIP) instrument was used to measure the downward direct shortwave irradiance. The downward diffuse irradiance was measured independently by two instruments; the shaded PSP and the shaded CM21. The difference between the two measurements is small (less than 1%), and therefore only the diffuse irradiance measured by the shaded PSP is used in this study. The temporal resolution of these measurements is 1 min. The data are screened for cloud cover [Eck et al., 1998] and dome effects [Ji and Tsay, 2000] based on the temporal variations of measured irradiance and visual inspection of recorded sky images. A total of 25-days (from 28 June 2000 to 22 July 2000) of data from SMART are used in this study.

3. Methodology

3.1. Radiative Transfer Model

[10] A delta-four stream plane-parallel broadband radiative transfer model [Fu and Liou, 1993] was used to compute DSWI values for dust aerosols. In previous research, this model has been used to estimate the SWARF of smoke [Christopher et al., 2000; Christopher and Zhang, 2002] and dust aerosols [Liao and Seinfeld, 1998]. The gas absorption, water vapor absorption, and Rayleigh scattering are included in the model calculations. The model divides the shortwave (SW) spectrum (0.2 ~ 4 μm) into six bands 0.2–0.7, 0.7–1.3, 1.3–1.9, 1.9–2.5, 2.5–3.5, and 3.5–4.0 μm and further divides the first band (0.2–0.7 μm) into 10 subbands. For the principal atmospheric gases, the difference between the four-stream and line-by-line irradiance calculations is within 0.05% [Fu and Liou, 1993]. Overall, for the computations of solar irradiance covering the entire SW spectrum, the calculated values are within 5%, when compared to adding-doubling calculations [Liou et al., 1988].

[11] The input parameters of the model include the surface albedo, atmosphere profiles of water vapor, temperature, other atmospheric constituents (e.g., O₃) and aerosol optical properties. The output of this model includes shortwave direct, diffuse, and total irradiance, both at the top of atmosphere, the surface and in each layer of the atmosphere. Vertical profiles of temperature and water vapor from 22 days aircraft and sounding measurements during PRIDE are used in our model calculations. The default tropical profile [McClatchey et al., 1971] is used only when sounding data are not available (10 July 2000 and 17 July 2000). The precipitable water content (PWC) averaged from atmospheric sounding and aircraft measurements over 18 days (when both measurements are available) are 3.75 ± 0.38 cm and 3.74 ± 0.42 cm, respectively. The PWC in the default tropical profile is 4.09 cm, slightly higher than sounding and aircraft measurements. Overall, the uncertainty of PWC is less than 0.3 cm or within 10%. On the basis of our model calculations, this resulted in an uncertainty of calculated SWARF both at surface and TOA within 0.05 SW m⁻² that is consistent with inferences made by previous studies [e.g., Chou et al., 2002].

[12] The shortwave TOA and surface irradiance are not very sensitive to changes in ozone amount. For example, a change in ozone amount from 250 DU to 320 DU leads to changes of less than 0.5 W m⁻² at the surface [Chou et al., 2002]. Ozone retrievals from TOMS [McPeters and Labow, 1996] indicate that the ozone content varies from 275 DU to 300 DU over the Puerto Rico region in July 2000. Therefore the tropical ozone profile [McClatchey et al., 1971] is used in all model calculations (total column ozone of 253 DU). The vertical distribution of aerosol was set as the default exponential profile where the major aerosol concentration is below 3 km. Aircraft measurements during PRIDE have shown that typical height of the dust layer is below 3 km [Livingston et al., 2003; Reid et al., 2003]. Previous studies have shown that TOA irradiance is not sensitive to the height of dust layer if the dust layer is below 3 km [Liao and Seinfeld, 1998; Chou et al., 2002]. The ocean surface albedo in the radiative transfer model is based on the spectral properties of ocean water scene type used in the Surface and Atmosphere Radiation Budget (SARB) program [Charlock et al., 1997]. Specifically, the effect of solar zenith angle on the albedo of ocean surface is adjusted by using the following equation [Dickinson, 1983]

\[
\rho(\omega) = \rho(\omega) \left(1 + d \right) / \left(1 + 2d \mu \right)
\]

where \(\rho(\omega)\) is albedo at the solar zenith angle \(\arccos(\mu)\), \(d\) is scene adjustment factor (0.41 for ocean [Charlock et al., 1997]).
Table 1. Dust Aerosol Properties Used in This Study*

<table>
<thead>
<tr>
<th>Wavelength, ( \mu \text{m} )</th>
<th>Refractive Index</th>
<th>( \omega_0 )</th>
<th>g</th>
<th>Normalized</th>
<th>( \beta_{\text{ext}} )</th>
<th>( \rho_{\text{sc}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SW Bands</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.18–0.69</td>
<td>1.52–0.0020 i</td>
<td>0.9531</td>
<td>0.6963</td>
<td>1.039</td>
<td>0.0787</td>
<td></td>
</tr>
<tr>
<td>0.69–1.30</td>
<td>1.51–0.0025 i</td>
<td>0.9668</td>
<td>0.6898</td>
<td>0.889</td>
<td>0.0505</td>
<td></td>
</tr>
<tr>
<td>1.30–1.90</td>
<td>1.50–0.0032 i</td>
<td>0.9695</td>
<td>0.6897</td>
<td>0.781</td>
<td>0.0163</td>
<td></td>
</tr>
<tr>
<td>1.90–2.50</td>
<td>1.50–0.0040 i</td>
<td>0.9683</td>
<td>0.6854</td>
<td>0.675</td>
<td>0.0163</td>
<td></td>
</tr>
<tr>
<td>2.50–3.51</td>
<td>1.50–0.0050 i</td>
<td>0.9654</td>
<td>0.6751</td>
<td>0.540</td>
<td>0.0163</td>
<td></td>
</tr>
<tr>
<td>3.51–4.00</td>
<td>1.50–0.0050 i</td>
<td>0.9673</td>
<td>0.6642</td>
<td>0.439</td>
<td>0.0163</td>
<td></td>
</tr>
</tbody>
</table>

| 10 Subbands    |                 |        |   |          |          |        |
| 0.18–0.22      | 1.53–0.0033 i   | 0.9065 | 0.7419 | 1.385   | 0.082    |
| 0.22–0.24      | 1.51–0.0031 i   | 0.9169 | 0.7482 | 1.320   | 0.094    |
| 0.24–0.29      | 1.51–0.0030 i   | 0.9228 | 0.7445 | 1.276   | 0.091    |
| 0.29–0.30      | 1.51–0.0028 i   | 0.9287 | 0.7352 | 1.221   | 0.078    |
| 0.30–0.32      | 1.51–0.0025 i   | 0.9367 | 0.7279 | 1.190   | 0.072    |
| 0.32–0.36      | 1.52–0.0022 i   | 0.9447 | 0.7156 | 1.147   | 0.066    |
| 0.36–0.44      | 1.52–0.0020 i   | 0.9508 | 0.7002 | 1.077   | 0.062    |
| 0.44–0.50      | 1.52–0.0020 i   | 0.9550 | 0.6922 | 1.011   | 0.055    |
| 0.50–0.60      | 1.53–0.0019 i   | 0.9594 | 0.6788 | 0.962   | 0.044    |
| 0.60–0.69      | 1.53–0.0012 i   | 0.9803 | 0.6708 | 0.947   | 0.069    |

*Here \( \omega_0 \) is the single scattering albedo, \( g \) is asymmetry factor, \( \beta_{\text{ext}} \) is the extinction cross section normalized at 0.55 \( \mu \text{m} \) and \( \rho_{\text{sc}} \) denotes the surface albedo at solar zenith angle of 60°.

1997], and \( \theta_{\text{0}m-0.5} \) is the albedo at the solar zenith angle of 60° (Table 1).

3.2. Characterization of Dust Aerosols

[13] Due to the short lifetime (hours to days) and the different sources and chemical reactions during transport of dust aerosols [Prospero, 1999; Savoie et al., 1989], the aerosol properties, especially the imaginary part of refractive index and size distribution, show high spatiotemporal variations [Sokolik et al., 1993; Tegen and Lacis, 1996]. These variations result in difficulties when quantifying the single scattering albedo (\( \omega_0 \)) of dust aerosols in radiative transfer calculations. Since the direct radiative forcing of dust aerosols is highly sensitive to single scattering albedo (\( \omega_0 \)) [Liao and Seinfeld, 1998], much attention has been focused upon studying this parameter [Kaufman et al., 2001a, 2001b; Haywood et al., 2001]. The value of \( \omega_0 \) at 0.55 \( \mu \text{m} \) in recent studies varied from 0.87 [Haywood et al., 2001] to 0.97 [Kaufman et al., 2001a, 2001b; Moulin et al., 2001]. Using light scattering measurements and measured size distributions, Wang et al. [2003] have derived an effective \( \omega_0 \) value of 0.98 (at 0.55 \( \mu \text{m} \)) during PRIDE.

[14] The broadband dust aerosol properties used in this study are inferred from the optical properties at 0.55 \( \mu \text{m} \) [Wang et al., 2003] and wavelength-dependent extinction cross sections calculated from the SP aerosol optical thickness. Specifically, the Ångström exponent that links the aerosol optical thickness at different wavelengths is first derived from the SP aerosol optical thickness values. The Ångström exponent (\( \alpha \)) can be expressed as:

\[
\alpha(\lambda) = \frac{\ln \frac{\tau(\lambda)}{\tau(\lambda_0)}}{\ln \frac{\lambda}{\lambda_0}}, \quad \lambda_0 = 0.50 \mu \text{m}
\]

where \( \tau(\lambda) \) is the aerosol optical thickness value at wavelength \( \lambda \), and \( \alpha(\lambda) \) is the Ångström exponent at wavelength \( \lambda \) and is calculated relative to 0.50 \( \mu \text{m} \). The derived \( \alpha(\lambda) = 0.378 – 0.18\lambda \). Our derived \( \alpha \) is 0.31 at 0.34 \( \mu \text{m} \) and 0.18 at 1.02\( \mu \text{m} \), and is within the range of previous studies (e.g., 0.2 – 0.3) [Eck et al., 1999; Smirnov et al., 2000; Reid et al., 2003; Livingston et al., 2003]. The Ångström exponent is important for broadband radiative transfer model calculations because it can be used to infer aerosol optical thickness values at different wavelengths when aerosol optical thickness value is available only at a specific wavelength [e.g., Kato et al., 1997]. The extinction cross section \( \beta \) at a wavelength \( \lambda \) can be calculated from

\[
\frac{\beta(\lambda)}{\beta(0.50)} = \frac{\tau(\lambda)}{\tau(0.50)} = \left( \frac{\lambda}{0.50} \right)^{\alpha(\lambda)}
\]

[15] Dubovik et al. [2002] concluded that the retrieved real part of the dust radiative index from AERONET sky radiance measurements (1.48 – 1.56) generally agree with available in situ derived values [e.g., Patterson et al., 1977; Sokolik et al., 1993]. However, the imaginary part of refractive index has much lower values (0.0006 – 0.003) when compared with previous studies [e.g., Patterson et al., 1977]. Therefore, in this study, the real part of the refractive index in each band (\( N_r(\lambda) \)) required in the radiative transfer calculations is the same as that of Patterson et al. [1977]. The imaginary part of refractive index for each band \( N_i(\lambda) \) is derived by adjusting \( N_r(\lambda) \) until \( \beta(\lambda) \) calculated from Mie theory matches the \( \beta(\lambda) \) values derived from equation 3. During the calculation of \( N_r(\lambda) \), the measured aerosol size distribution is used [Wang et al., 2003]. The derived dust optical properties including wavelength-dependent refractive index \( N_r(\lambda) \) and \( N_i(\lambda) \), asymmetry factor \( g(\lambda) \), and normalized \( \beta(\lambda) \) over each SW band in the radiative transfer model are listed in Table 1. Our derived broadband \( \omega_0 \) over the whole visible band is 0.97 that is consistent with the values reported by Fouquart et al. [1987]. The derived absorption coefficient also agrees well with the study of Dubovik et al. [2002] who inferred a \( N_r \) value of 0.0006 – 0.003 and a \( \omega_0 \) value of 0.98 at 0.67 \( \mu \text{m} \) over Cape Verde.

[16] The dust aerosols have irregular shapes and are not spherical [Kalashnikova and Sokolik, 2002]. By choosing typical refractive indices and size distributions of naturally occurring dust aerosols, Mishchenko et al. [1997] used the T-matrix method to simulate light scattering of dust-like tropospheric aerosols with a shape mixture of randomly oriented polydisperse spheroids. Their results show that the difference in phase function of nonspherical and projected-area-equivalent spherical particles could be large enough to result in errors in the aerosol optical thickness retrievals from radiance measurements [Mishchenko et al., 1997]. However, the difference in the total optical cross section, single scattering albedo and backscattered fraction of spherical and nonspherical particles are much smaller and in most cases do not exceed a few percent indicating that the effect of particle shape on radiative forcing calculations is negligible [Mishchenko et al., 1997].

4. Results and Discussions

[17] The results are organized as follows. We first compared the calculated downward shortwave irradiance (DSWI) at the surface with SMART measurements at Roosevelt Road. We then used the radiative transfer model.
to calculate the diurnal dust SWARF both at the surface and top of atmosphere, over the entire study area, by using the GOES 8 AOT670 retrievals [Wong et al., 2003]. Finally, the calculated TOA irradiance are compared with the CERES shortwave irradiance.

4.1. Comparison With SMART Measurements

The SP aerosol optical thickness at 500 nm (hereafter AOT500) and atmospheric sounding profiles are first input into the four-stream radiative transfer model to calculate the DSWI values. Since both SMART and SP measurements were located at Roosevelt Road during PRIDE, the calculated DSWI (including direct, diffuse, and total values) are then compared with the SMART measurements that are within 15 min of SP AOT500 values (total of 3183 points in 22 days). Figure 1 shows the intercomparison between the calculated and the SMART measured downward total, diffuse and direct irradiance. The calculated and measured DSWI are in excellent agreement, with linear coefficients of 0.998, 0.998, 0.962 for total, direct and diffuse irradiance, respectively. The calculated mean and standard deviation values of total, direct and diffuse DSWI are 704 ± 263 W m⁻², 559 ± 247 W m⁻² and 145 ± 55 W m⁻² respectively, corresponding to measured values of 709 ± 264 W m⁻², 549 ± 254 W m⁻² and 150 ± 66 W m⁻² and are well within the measurement uncertainties [Ji and Tsay, 2000]. It is important to note that the direct, diffuse, and total DSWI are measured by three independent instruments. Ideally, although the measured total DSWI should be equal to the measured direct plus measured diffuse DSWI, differences arise due to the cosine response and the dome effect [Cess et al., 2000]. On the basis of independent measurements at the Oklahoma ARM site, Cess et al. [2000] reported the sum of the DSWI qualities (total - direct - diffuse) ranges from −2 to −13 W m⁻². In this study, the mean value of the sum of the DSWI quantities is about −11 W m⁻², that is similar to the values reported by Cess et al. [2000]. The ratio of the sum of DSWI to the measured total irradiance is about 1.3% (Table 2) that is also consistent with the study of Eck et al. [1998] who also found similar differences between the two independent Eppley PSP pyranometers during SCAR-B. Relevant statistics of the measured and calculated DSWI are listed in Table 2.

Our results do not show large discrepancies between calculated and measured DSWI components that were reported by previous studies (e.g., 32 W m⁻² discrepancy between calculated and observed values in clear sky regions [Charlock and Alberta, 1996]; 34 W m⁻² discrepancy [Kato et al., 1997]). Mlawer et al. [2000] ascribe the discrepancies in the previous studies [e.g., Kato et al., 1997; Halthore et al., 1998] to the uncertainties in characterizing the aerosol properties. Our calculations using aerosol properties of marine type aerosols with the same AOT500 values [D’Almedia et al., 1991] show much larger biases (−15, 8, −17 W m⁻² for direct, diffuse, and total DSWI respectively) compared to the biases calculated from derived dust aerosol properties in this study. Although, the best fit lines between the calculated and measured diffuse component (Y = 0.8X + 24.6) slightly deviated from the one-to-one fit line, our calculated DSWI values are in excellent agreement with the measured values, implying that the dust aerosols during PRIDE are properly characterized in the radiative transfer model. This is in agreement with the results of Christopher et al. [2000] who concluded that when adequate information about aerosol properties is available, the DSWI are in good agreement with measured values at the surface.

As an example, Figure 2 shows the diurnal changes of measured and calculated total DSWI as well as path
Table 2. Statistics of the Comparison Between Modeled and Measured DSWI for 3183 Pointsa

<table>
<thead>
<tr>
<th>Linear Correlation Coefficient</th>
<th>Linear Fit Equation</th>
<th>RMSE</th>
<th>Bias, W m⁻²</th>
<th>Bias Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDR (X)</td>
<td>548.78 ± 254.11</td>
<td>0.99</td>
<td>Y = 0.97 X + 25.24</td>
<td>19.04</td>
</tr>
<tr>
<td>CDR (Y)</td>
<td>559.09 ± 247.61</td>
<td>0.96</td>
<td>Y = 0.8 X + 24.6</td>
<td>20.46</td>
</tr>
<tr>
<td>MDF (X)</td>
<td>150.08 ± 66.10</td>
<td>0.99</td>
<td>Y = 0.99 X + 2.26</td>
<td>19.07</td>
</tr>
<tr>
<td>CDF (Y)</td>
<td>145.02 ± 55.10</td>
<td>0.96</td>
<td>Y = 0.8 X + 24.6</td>
<td>20.46</td>
</tr>
<tr>
<td>MTT (X)</td>
<td>708.62 ± 264.42</td>
<td>0.99</td>
<td>Y = 0.97 X + 25.24</td>
<td>19.04</td>
</tr>
<tr>
<td>CTT (Y)</td>
<td>704.12 ± 262.54</td>
<td>0.99</td>
<td>Y = 1.00 X</td>
<td>19.12</td>
</tr>
<tr>
<td>MTT (X)</td>
<td>708.62 ± 264.42</td>
<td>0.99</td>
<td>Y = 0.99 X + 2.26</td>
<td>19.07</td>
</tr>
<tr>
<td>MDR + MDF (Y)</td>
<td>698.86 ± 264.94</td>
<td>0.99</td>
<td>Y = 0.97 X + 25.24</td>
<td>19.04</td>
</tr>
</tbody>
</table>

MDR, MDF, and MTT denote measured direct, diffuse, and total DSWI, respectively. CDR, CDF, and CTT represent calculated direct, diffuse, and total DSWI. RMSE is root mean square error. Bias is defined as calculated (mean Y) bias to (measured mean X). Bias percentage is defined as bias divided by mean of the measured components.

length [AOT/cos (solar zenith angle)] on 10 July 2000. For display purposes, data are plotted every 5 min. The SP AOT500 varied from 0.32 at 1210 UTC to 0.24 at 1442 UTC, increased to 0.31 at 1600 UTC, and then decreased to 0.17 at 1730 UTC. The measured irradiance changes from 496 W m⁻² to 996 W m⁻² and to 985 W m⁻² in the morning, decreased from 985 W m⁻² to 962 W m⁻² at local noon, and continuously decreased to about 203 W m⁻². The diurnal variations of AOT are important for accurate calculations of the radiative effect of dust aerosols on the surface because both model calculations and SMART measurements show that the change of 0.1 in optical thickness can lead up to 10 W m⁻² DSWI change at the surface, depending on solar zenith angles. Therefore the aerosol optical thickness retrieved from geostationary satellites play an important role in estimating DSWI values at the surface.

4.2. SWARF at TOA and Surface During PRIDE

[21] The SWARF of dust aerosols in this study is defined as the difference of shortwave irradiance between dust and background conditions [Boucher and Tanré, 2000]. The calculation of SWARF of dust aerosols at the TOA and surface are defined as:

\[
\Delta F_{\text{toa}} = F_{\text{toa,dust}} - F_{\text{toa,bg}} \tag{4}
\]

\[
\Delta F_{\text{sfc}} = F_{\text{sfc,dust}} - F_{\text{sfc,bg}} \tag{5}
\]

where \(F\) denotes the net downward irradiance (downward minus upward irradiance); the subscripts “toa” and “sfc” denote TOA and the surface; and “dust” and “bg” denotes dusty and background conditions, respectively. Boucher and Tanré [2000] have shown that the threshold used to define the background conditions is important in the estimation of SWARF both at the surface and TOA [see Boucher and Tanré, 2000, Figure 4]. Liao and Seinfeld [1998] assume background optical thickness values of 0.05 at 0.55 μm in their model studies. Kaufman et al. [2001a, 2001b] examined the background (or baseline) AOT500 over oceans by using 1–3 years of measurements over 10 AERONET stations. Their results show that the background AOT500 value over the Atlantic Ocean is 0.071 [Kaufman et al., 2001a, 2001b]. This value is consistent with the study of Reid et al. [2003] who found AOT670 values over dust free regions during PRIDE are always less than 0.08 (corresponding to AOT500 of 0.1) and are representative of clean marine aerosols [Smirnov et al., 2002]. Therefore, to calculate \(F_{\text{bg}}\) in this study, the background is assumed to contain clean marine type aerosols [D’Almeida et al., 1991] with an AOT670 of 0.07.

[22] Using multispectral GOES 8 imager data, and a spatiotemporal detection algorithm, Wang et al. [2003] have shown that dust aerosols can be properly identified and aerosol optical thickness can be retrieved during PRIDE. For each noncloudy pixel, GOES 8 AOT670 is used into the radiative model [Fu and Liou, 1993] to calculate the \(F_{\text{dust}}\). The SWARF at TOA and surface are then calculated from equations (1) and (2). As an example, Figure 3 show the spatial distribution of GOES 8 AOT670 (Figures 3a–3f), SWARF at TOA (Figures 3g–3l), and the surface SWARF (Figures 3m–3r) of a dust event (19 July ~ 22 July 2000) during PRIDE. Clouds are shown in black and land areas are denoted in white. The mean AOT670, mean SWARF at TOA and surface at different time periods of this dust event are listed in Table 3. During this dust event, the area mean AOT670 increased by about 0.15 (from 0.17 at 19 July 2000 to 0.33 at 21 July 2000) in about two days. The dust layer started to approach Puerto Rico from the south east (SE) corner of the study area between 19 July 2000 (Figure 3a) and 20 July 2000 (Figure 3b), then moved over Puerto Rico later in the evening (2001 UTC) of 20 July 2000 (Figures 3c and 3d), spread out over the study area on 21 July 2000 (Figure 3e), and finally moved out of the Puerto Rico region on 22 July 2000 (Figure 3f). The highest AOT670 values are found in Figure 4d in the southeast corner of the study area. Under the effect of SE flow, dust aerosols were spread out to the northwest and covered most of the study area (Figure 3e). The spatial distribution of the TOA...
Figure 3. GOES 8 aerosol optical thickness (AOT670) and dust short wave aerosol radiative forcing (SWARF) at the top of atmosphere and the surface for a selected dust event (19–23 July) during PRIDE. Clouds are shown in black and land areas are in white.

Table 3. Statistics of Results for a Selected Dust Event During PRIDE Perioda

<table>
<thead>
<tr>
<th>Time</th>
<th>AOT</th>
<th>TOA SWARF (W m⁻²)</th>
<th>SURF SWARF (W m⁻²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>19 July 2000, 2031 UTC</td>
<td>0.17 ± 0.05</td>
<td>-7.09 ± 4.22</td>
<td>-8.62 ± 6.42</td>
</tr>
<tr>
<td>20 July 2000, 1301 UTC</td>
<td>0.22 ± 0.15</td>
<td>-10.07 ± 10.35</td>
<td>-14.10 ± 17.28</td>
</tr>
<tr>
<td>20 July 2000, 1901 UTC</td>
<td>0.26 ± 0.15</td>
<td>-11.39 ± 9.66</td>
<td>-17.70 ± 17.04</td>
</tr>
<tr>
<td>20 July 2000, 2001 UTC</td>
<td>0.30 ± 0.17</td>
<td>-16.18 ± 13.01</td>
<td>-23.38 ± 20.29</td>
</tr>
<tr>
<td>21 July 2000, 2001 UTC</td>
<td>0.33 ± 0.17</td>
<td>-18.51 ± 11.95</td>
<td>-28.03 ± 19.67</td>
</tr>
<tr>
<td>22 July 2000, 2001 UTC</td>
<td>0.25 ± 0.13</td>
<td>-12.72 ± 9.18</td>
<td>-18.49 ± 15.38</td>
</tr>
</tbody>
</table>

aAOT denotes optical thickness in study region; SWARF represents shortwave aerosol radiative forcing.
that the aerosol optical thickness ranges from 0.20 to 0.30, and are quite uniform except during 1701 and 1731 UTC where aerosol optical thickness values are about 0.05 lower than that in other time periods. The SWARF both at surface and TOA closely follows aerosol optical thickness trends, i.e., larger aerosol optical thickness corresponding to larger SWARF. Table 4 is a summary of the results from the model calculations during the PRIDE time period. The monthly averaged AOT670 from GOES 8 retrievals is 0.26 ± 0.13. The monthly averaged SWARF at TOA and surface are −12.34 ± 9.62 W m⁻² and −18.13 ± 15.81 W m⁻² respectively. The monthly mean AOT670 retrieved from GOES 8 agrees well with the mean Sun photometer-derived AOT670 values of 0.24 ± 0.11 and 0.27 ± 0.14 at La Paguera and Roosevelt Road during PRIDE, respectively.

[24] Our calculated SWARF of dust aerosols at the TOA at each time period (Table 4) in the Puerto Rico region is small when compared with regions with heavy dust loading near source regions such as the west coast of Africa [e.g., Haywood et al., 2001; Hsu et al., 2000; Liu et al., 2003]. This is due to the small aerosol optical thickness values in the study area (monthly mean value of 0.26, Table 4) when compared with aerosol optical thickness near source regions (a mean AOT670 of 0.4 was reported at Cape Verde during PRIDE period [Reid et al., 2003]). The mean SWARF listed in the third-last column of Table 4 is the daytime mean SWARF for only noncloudy regions during the PRIDE. Furthermore, in our SWARF calculations, we have deducted the effect of the background aerosols. Therefore the mean forcing in Table 4 is called monthly mean daytime clear-sky SWARF [Boucher and Tanré, 2000]. Since the GOES 8 imager has one visible channel, assumptions must be made on the chemical composition of aerosols in order to retrieve the column aerosol optical thickness over oceans. Therefore it difficult to directly compare our results with those obtained from other models [e.g., Haywood et al., 1999]. For example, Haywood et al. [1999] reported that the clear-sky SWARF over global oceans due to different aerosols ranges from −8.7 W m⁻² to −5.1 W m⁻² at the TOA and from −10.8 to −7.4 W m⁻² at the surface for the period 1987–1998. Using AOT retrievals from the POLDER instruments, Boucher and Tanré [2000] reported the aerosol radiative perturbation effect (i.e., including background aerosol effect) at TOA over global ocean is nearly constant (~−5.7 W m⁻²). However, it is important to note that these SWARF [e.g., Haywood et al., 1999; Boucher and Tanré, 2000] over the global oceans are the mean values averaged over day and night. The estimation of monthly daytime “clear sky” SWARF of dust aerosol in this study is the average of instantaneous SWARF over 8 daytime periods. If we divide our SWARF results by a factor of two to compute the monthly “clear sky” SWARF averaged during both day and night, our values are ~6.2 W m⁻² at TOA and ~9.1 W m⁻² at the surface, that are comparable to the values reported by Haywood et al. [1999].

[25] We then compare our results with previous studies of global mean SWARF both over land and over oceans. Following the formula by Charlson et al. [1991], we divide monthly mean daytime “clear sky” SWARF by a factor of 2 (to average both for day and night) multiplied by the clear sky percentage (66% since cloudy percentage is 34%, Table 4) to get the regional daily averaged “all sky” monthly mean SWARF that is −4.13 W m⁻² at TOA and −6.7 W m⁻² at the

Figure 4. Monthly mean diurnal change of AOT670, TOA SWARF, and surface SWARF during PRIDE. Note the lines in this figure are only used to connect the same symbols and might not represent the actual diurnal cycle at the time periods when GOES 8 retrievals are not available.

SWARF (Figures 3g–3l) and the surface SWARF (Figures 3m–3r) matches the spatial distribution of aerosol optical thickness. This demonstrates how the dust aerosols affect the geographic distribution of radiative energy, where large SWARF always corresponds to large aerosol optical thickness values. Because of the absorption of solar energy by the dust layer, SWARF at surface is always larger than the corresponding top of atmosphere values over oceans under cloud free conditions, depending on solar zenith angle, aerosol optical thickness, surface albedo and aerosol properties [Liao and Seinfeld, 1998]. In this case study, the dust event increased the TOA SWARF by about 11 W m⁻² (−7 W m⁻² on 19 July 2000 to −18 W m⁻² on 21 July 2000) and the surface SWARF by about 20 W m⁻² (−8 W m⁻² on 19 July 2000 to −28 W m⁻² on 21 July 2000) in two days (Table 3). Another interesting feature is that both the GOES 8 retrievals and SP aerosol optical thickness values have captured large diurnal aerosol optical thickness variations on 20 July 2000 and 21 July 2000 respectively [Wang et al., 2003]. On 21 July 2000, the GOES 8 mean AOT670 in the study region changed from 0.3 in the early morning (1301 UTC) to 0.20 in the late afternoon (1731 UTC) and to 0.31 around 2031 UTC. The corresponding mean TOA SWARF on this day changed from −15.95 W m⁻² to −6.17 W m⁻² and to −17.95 W m⁻², and SWARF at surface changed from −23.66 W m⁻² to −9.44 W m⁻² and to −25.54 W m⁻², respectively.

[23] The monthly mean diurnal AOT670 and SWARF at the surface and TOA are shown in Figure 4. Since most of the study area was contaminated by Sun glint from 1401 UTC to 1631 UTC and the GOES 8 data at 1801 UTC and 1831 UTC were also not available in our data archive, only results for the remaining eight time periods are shown in the Figure 4. Therefore the lines connecting the points for those times the time periods when GOES 8 retrievals are not available, may not represent the actual aerosol optical thickness and aerosol forcing values. Figure 4 shows
Table 4. Summary of Results for the Study Period

<table>
<thead>
<tr>
<th>Time</th>
<th>Area Mean</th>
<th>AM Method</th>
<th>PM Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1501 UTC</td>
<td>0.29 ± 0.14</td>
<td>0.27 ± 0.13</td>
<td>0.27 ± 0.13</td>
</tr>
<tr>
<td>1701 UTC</td>
<td>0.30 ± 0.13</td>
<td>0.27 ± 0.13</td>
<td>0.27 ± 0.13</td>
</tr>
<tr>
<td>1901 UTC</td>
<td>0.29 ± 0.14</td>
<td>0.27 ± 0.13</td>
<td>0.27 ± 0.13</td>
</tr>
<tr>
<td>2001 UTC</td>
<td>0.30 ± 0.14</td>
<td>0.27 ± 0.13</td>
<td>0.27 ± 0.13</td>
</tr>
</tbody>
</table>

**AOT670** denotes aerosol optical thickness, **SWARF** represents shortwave aerosol radiative forcing (W m\(^{-2}\)), and **SZA** is solar zenith angle. **Surface** SWARF refers to the SWARF at the surface. **TOA** SWARF represents shortwave aerosol radiative forcing at the top of the atmosphere (TOA). **CERES** TOA irradiance is the irradiance measured by the CERES satellite at the TOA. **Modeled TOA irradiance** is the irradiance simulated by the model. **GOES 8** imager is well suited to capture the diurnal variations of the aerosol optical thickness over large regions. Since the spatial distribution of dust optical thickness can change very quickly in several hours (Figure 3), using only one optical thickness value at one time period to calculate the daily mean SWARF may not be representative. For example, our calculations show if we only use GOES AOT670 at 1331 UTC (local morning, hereafter AM method) and 1931 UTC (local afternoon, hereafter PM method), our calculated monthly mean SWARF (the last two columns in Table 4) will produce an uncertainty of about 2 W m\(^{-2}\) at the TOA and 4 W m\(^{-2}\) at the surface when compared to the GOES 8 derived diurnal mean values. These differences could be larger near the dust source regions where the aerosol optical thickness could change by a factor of 2 in less than 2 hours [Levin et al., 1980]. As the spatial distribution of DSWI is closely related to the temperature distribution at the surface and evaporation process in the boundary layer, accurate calculation of DSWI by use of diurnal aerosol optical thickness retrieved from geostationary satellite is important to describe the geographic distributions of radiative fluxes.

### 4.3. Comparison With CERES and Uncertainty Analyses

Compared to the GOES 8 imager with spatial resolution of about 1X1 km at nadir, the CERES has a larger spatial resolution (20 km × 20 km at nadir) [Wielicki et al., 1996]. To compare the calculated TOA irradiance with CERES derived values, it is necessary to ensure that the collocated CERES footprints have no cloud contamination. However, the CERES ES-8 data set does not account for aerosols and it classifies a dust pixel as either "cloudy" (partly cloudy, mostly cloudy, overcast) or "clear sky". Therefore collocated GOES 8 pixels are used to detect clouds within a CERES footprint. We selected cases where the observational time differences between the GOES 8 and CERES is less than 15 min in non-Sun glint regions for noncloudy pixels based on the GOES 8 dust detection algorithm [Wang et al., 2003]. A total of 147 points fit these criteria (Figure 5), and most of these points (about 70%) are on June 28th on which the heaviest dust event was reported with daily mean AOT670 of about 4 [Reid et al., 2003]. Figure 5 shows the comparison between the CERES and calculated TOA irradiance. The solid and dotted curves in this Figure 5 are the curves simulated using the gompertz function (\( y = a_1e^{a_2x^3 + a_3} \)) to fit the CERES and modeled TOA irradiance respectively, which implies that the calculated TOA irradiance is about 10 W m\(^{-2}\) larger than the mean CERES irradiance. The CERES ES-8 data does not have specific aerosol models when converting the measured radiances to irradiance values. Chou et al [2002] reported that the monthly mean CERES TOA irradiance underestimated modeled irradiance by about 3 ~ 6 W m\(^{-2}\) in the Puerto Rico region [see Chou et al., 2002, Figure 7]. However, Ackerman and Chung
SWARF from broadband satellite measurements. Accurate aerosol ADMs are needed to reliably estimate sky, thereby underestimating the irradiance. Therefore with low aerosol optical thickness are classified as clear estimating the shortwave (SW) irradiance; while aerosols respectively. For modeled flux, a1, a2, a3, and a4 are 31.87, 2.23, 1.4, and 62.66, respectively. For modeled flux, a1, a2, a3, and a4 are 31.87, 2.23, 1.4, and 62.66, respectively.

[1992] found that the ERBE derived irradiance overestimated their calculations in their study region where aerosol optical thickness ranged from 0.5 to 1.5. One possible reason is that the CERES could misclassify Saharan dust with high aerosol optical thickness as partial cloudy or most cloudy [Ackerman and Chung, 1992], thereby overestimating the shortwave (SW) irradiance; while aerosols with low aerosol optical thickness are classified as clear sky, thereby underestimating the irradiance. Therefore accurate aerosol ADMs are needed to reliably estimate SWARF from broadband satellite measurements.

[28] Besides the uncertainties of dust nonspherical effect, uncertainties in ocean surface albedo (ρ) could also contribute to errors in SWARF calculations. The mean surface albedo in this study is 5.85% (Table 4). In this study we calculate the surface albedo (ρ) by use of the empirical formula (equation (1)) from Dickinson [1983] and albedo values at solar zenith angle of 60° (ρ0.5), Table 1 from Charlock et al [1997]. The uncertainties of surface albedo in this study might result from the parameterization of solar zenith angle in equation (1) and the initial values of ρ0.5 that could be affected by changes in wind speeds over the ocean [Burt, 1954]. Wang et al [2003] discuss the uncertainties of ocean albedo (Δρ) is about 0.4% ~ 0.6%. We thereby made a relative change of 5% (Δρ/ρ) to evaluate the SWARF uncertainties from Δρ. Our sensitivity studies show the surface SWARF uncertainties are limited to 1.2 W m⁻² and TOA SWARF uncertainties are limited to 0.2 W m⁻² for a mean AOT670 of 0.26 in PRIDE (Table 4).

5. Summary

[29] This study is among the first to estimate the daytime diurnal variation of dust AOT and SWARF both at TOA and surface over low dust-loading regions using GOES 8 imager data. Using measured and derived aerosol properties as well as the Sun photometer aerosol optical thickness and GOES 8 aerosol optical thickness retrievals, a broadband radiative transfer model is used to calculate the shortwave radiative irradiance both at the TOA and at the surface. The results can be summarized as follows.

[30] 1. There is excellent agreement between calculated and measured downward shortwave irradiance values at the surface. Although previous studies have indicated discrepancies between the measured and calculated irradiance at the surface, our results show that when aerosols are well characterized in radiative transfer models, there is good agreement between the measured and calculated irradiances. Therefore accurate characterization of aerosols are critical for studies that attempt to model the radiative energy budget of the Earth-atmosphere system.

[31] 2. Our calculated TOA shortwave irradiance overestimated CERES irradiance by about 10 W m⁻². Preliminary analysis shows that this discrepancy is largely due to the misclassification of dust aerosols by the CERES ES-8 algorithm and the lack of aerosol angular dependence models (ADMs) for dust aerosols. The new CERES instruments on Terra and Aqua can be used to develop ADMs that will further reduce uncertainties in TOA aerosol radiative forcing estimates.

[32] 3. The dust aerosols in the Puerto Rico region during the summer months is an important contributor to the global dust SWARF, with a diurnal mean SWARF of −12.34 ± 9.62 W m⁻² at TOA and −18.13 ± 15.81 W m⁻² at the surface, implying that the transport of dust aerosols from the Saharan desert result in a large-scale shortwave radiative cooling effect, affecting the regional climate in downwind areas (like Puerto Rico) thousands of miles from the dust source.

[33] 4. Although the calculated values in this study are comparable with previous studies, our study shows that the spatial distribution of SWARF at TOA and DSWI at the surface may not be well represented in models that utilize the aerosol optical thickness retrievals from one time period during the day. This could result in uncertainties of 2 W m⁻² at the TOA and 4 W m⁻² at the surface in the estimation of SWARF in the Puerto Rico region, and possibly larger uncertainties near the dust source regions where diurnal variation of dust loading is expected to be large. This result underscores the importance of using geostationary satellites for aerosol research.

[34] 5. Our analysis shows uncertainties in this study are about 0.2W m⁻² and 1.2 W m⁻² in the calculation of SWARF at the TOA and at surface respectively, mainly due to the uncertainties in ocean surface albedos.

[35] Although this study shows the advantages and importance of characterizing aerosol properties from ground-based instruments in satellite retrievals, our current method has been used only over the oceans. However recent studies have demonstrated the potential of geostationary imagers for retrieving smoke aerosol optical thickness over land [Zhang et al., 2001; Christopher and Zhang, 2002; Knapp et al., 2002]. The techniques developed in this study will be applicable for the next generation of geostationary satellites such as Meteosat Second Generation (MSG) [Schnetz et al., 2002] to provide geographic distribution of radiative...
irradiance with high temporal and spatial resolutions. Our results indicate that highly valuable information can be derived from geostationary imagers that are complementary to information derived from polar orbiting satellites. However, further studies are necessary to develop and refine aerosol retrievals both over land and ocean to examine the impact of aerosols on the Earth-atmosphere system.
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